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1 Introduction

Recently, the number of applications (LLM applications) that utilize large language models (LLM) such as ChatGPT has 

been increasing. This is mainly because LLM is widely used and easy to implement. LLM is expected to significantly 

improve the user experience. On the other hand, LLM can cause security problems such as the leakage of customer 

information and the loss of corporate trust. This article describes the risks and countermeasures against LLM 

applications, including examples of security incidents.

2 Assumptions

This article is intended for those who have a minimum knowledge of LLM and security (LLM features, SQL injection 

concepts, etc.) and are interested in or already involved in LLM application development. In addition, for the sake of 

space, the following risks are omitted: those related to availability and those that need to be considered by the entire 

society or organization. Of course, availability may be the most important factor for some applications, so please refer 

to the Resources section.
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3.1 Inappropriate responses by chatbots

An increasing number of companies are using LLM-based chatbots to respond to customer inquiries. However, using 

LLM to respond to customer inquiries carries significant risks. A typical example is a chatbot published by a General 

Motors (GM) dealer that agreed to sell a new car for $1. This case was caused by (1) a lack of prompt injection 

countermeasures (described later) and (2) insufficient verification of the content generated by the chatbot.

3 Security incident cases related to LLM 

applications

This chapter introduces two security incident cases related to LLM applications.

Figure 1 - Interactions with problematic chatbot 1)

3.2 Exfiltration of sensitive information such as email contents

In LLM applications, LLMs often work with databases, documents, and so on, making them attractive targets for 

attackers.

Google's LLM Gemini works with its products, such as Gmail and YouTube. According to reports, Gemini was able to 

autonomously interpret malicious instructions contained in Word files, capture email content, and send it to attackers 2). 

The reason for this issue is that (1) Gemini was capable of autonomously interpreting instructions and taking action, 

and (2) the verification was insufficient, allowing the email content to be sent to any recipient.

Figure 2 - Email content leak process in Google's Gemini
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Figure 3 - Top LLM Application Risks 3)
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4 LLM application risks and countermeasures

As described in Chapter 2, LLM application incidents have already occurred. LLM application incidents are expected to 

increase further in the future. The reasons for this are as follows. (1) LLM has a high level of language understanding 

(e.g.

it can understand special languages such as ASCII art), which makes it difficult to properly validate user input. (2) LLM 

often interacts with databases and documents, making it an attractive target for attackers. (3) There are few developers 

who understand the risks of LLM correctly.

So, what should you do about LLM applications? One answer is to follow OWASP Top 10 for Large Language Model 

Applications 3). This is a very useful document for developers because it provides risks and countermeasures in LLM 

applications. In this section, I will introduce risks and countermeasures in LLM applications based on OWASP Top 10 

for Large Language Model Applications.

Because it is difficult to introduce all of them due to space limitations, as stated in the premise, I will omit (1) those that 

need to be considered across society and organizations (3. Training Data Poisoning, 5. Supply Chain Vulnerabilities), 

(2) those that only affect availability (4. Model Denial of Service), and (3) those that are not relevant to many LLM 

application developers (10. Model Theft).

⃰ In addition to OWASP Top 10 for Large Language Model Applications, some countermeasures that I think are necessary are 

included. In addition, I cannot introduce all countermeasures, so I will introduce the ones that I think are important.

No Item Overview

1 Prompt Injection

Manipulate large language models through crafted system input, causing LLMs to behave in 

unintended ways. Direct injections override system prompts, while indirect injections manipulate input 

from external sources.

2
Insecure Output 

Handling

Occurs when LLM output is accepted without validation, exposing back-end systems. If exploited, it 

can lead to serious consequences such as XSS, CSRF, SSRF, elevation of privileges, and remote 

code execution.

3
Training Data 

Poisoning

Training data has been tampered with vulnerabilities and biases that compromise security, 

effectiveness, and ethical behavior. Common Crawl, WebText, OpenWebText, and publications are 

available as information source.

4
Model Denial of 

Service

Injecting large amounts of resources into LLM can lead to service disruptions and increased costs. 

LLM will become resource-intensive and since user input is unpredictable, vulnerability is magnified.

5
Supply Chain 

Vulnerabilities

The LLM application lifecycle can be compromised by vulnerable components and services, which 

could lead to security attacks. Use of third-party datasets, pretrained models, and plug-ins may 

increase vulnerability.

6

Sensitive 

Information 

Disclosure

LLMs may inadvertently expose sensitive data in their responses, leading to unauthorized data 

access, privacy violations,  and security breaches. To mitigate this risk, sanitizing data and 

implementing a strict use policy is crucial.

7
Insecure Plugin 

Design

If input is not secured in LLM plug-ins, or if access controls are inadequate, the lack of controls in 

such applications is easy to exploit and can have consequences such as remote code.

8
Excessive 

Agency

Giving LLMs unlimited autonomy to take action could jeopardize their credibility, privacy, and trust, 

leading to unintended consequences.

9 Overreliance
Failure to critically evaluate LLM outputs and heavily relying on the them could lead to misinformation, 

miscommunication, legal issues and security vulnerabilities.

10 Model Theft
The impact of this risk includes economic losses, reducued competitive advantage, and potential 

access to confidential information.

4.1 Prompt Injection (Prompt Injection)

Sophisticated instructions can manipulate LLM and cause unintended behavior. There are two ways to do this: by 

entering malicious instructions directly into LLM, or by pre-embedding malicious instructions in data such as websites or 

images (indirect prompt injection). For example, if a product review contains malicious instructions, the LLM can 

interpret them and delete the user's account, as shown in Figure 4.

Risk Summary

Because LLMs have high language understanding capabilities, it is considered very difficult to prevent prompt injection 

on the LLM side. Therefore, countermeasures are required on the LLM application side. The most important 

countermeasure is to set appropriate permissions so that sensitive data is not accessed even if prompt injection causes 

unintended LLM behavior. Figure 5.

Countermeasures

Figure 5 - Reducing Prompt Injection Risk by Granting Appropriate Access Permissions
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4.2 Insecure Output Handling

The basic countermeasure against this risk is to properly validate and sanitize LLM output. For example, in a cross-site 

scripting (XSS) attack, arbitrary JavaScript could be executed in the victim's browser. However, by encoding characters 

that represent tags, such as angle brackets, XSS attacks can be prevented.

Countermeasures

Figure 6 - Example of SQL injection due to unsafe output handling
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Figure 7 - Detoxification against XSS attacks
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4.3 Sensitive Information Disclosure

This risk is caused by things like prompt injection and insecure output handling. As a countermeasure, it is important to 

validate and sanitize inputs to and outputs from LLMs. Another option is to operate LLMs in your own environment, 

rather than using SaaS LLMs. This reduces the chance of sensitive information being exposed. In addition, high-

precision, commercially available LLMs such as Llama 6) have emerged, lowering the barrier to operating LLMs in your 

own environment.

Countermeasures

4.4 Insecure Plugin Design

In addition to properly validating and rendering LLM output harmless, this risk requires plugins to be properly authorized, 

such as through OAuth2.0. I won't go into the details of OAuth2.0, but I recommend reading Cloudflare's article 7) for 

clarity.

Countermeasures

The output of an LLM application can expose sensitive, unauthorized data. A famous example is Samsung accidentally 

entering sensitive information into ChatGPT 5). Once leaked information is used for LLM learning, it can be leaked again 

as the output of other users.

Risk Summary

LLM plugins can cause serious problems such as SQL injection if input is not verified as safe or access control is 

insufficient.

Risk Summary

Passing unsafe LLM results to functions without validation can lead to serious problems such as SQL injection.

Risk Summary
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4.5 Excessive Agency

The most important way to address this risk is to avoid adding unnecessary features and privileges. For each 

application, you need to identify what features and privileges LLM needs and grant only those that it needs. This is 

known as Principle of Least Privilege 8).

Countermeasures

The most important countermeasure to this risk is to regularly monitor LLM output. There are multiple approaches to 

monitoring, but here's the moderation API 9) from OpenAI and others. The Moderation API can be used to determine 

whether the LLM output is harmful. If it is, you can reduce the risk by, for example, regenerating the response instead of 

printing it to the user.

It is also worth considering human review of the LLM output. In particular, use cases where hallucination is 

unacceptable (E.G., medical applications) require human review as well as mechanical review.

Countermeasures

5 Conclusion

Many companies incorporate LLM into their applications because of the variety of use cases and ease of 

implementation. However, LLM applications are vulnerable by nature and are highly vulnerable to attackers. OWASP 

Top 10 for Large Language Model Applications provides risk and security best practices for LLM applications that you 

can use to reduce your risk. When developing LLM applications, it is a good idea to have a look at the document.

References

1) Autopian,Chevy Dealer’s AI Chatbot Allegedly Sold A New Tahoe For $1, Recommended Fords, 2023, 

https://www.theautopian.com/chevy-dealers-ai-chatbot-allegedly-recommended-fords-gave-free-access-to-chatgpt/

2) Lupin & Holmes, We Hacked Google A.I. for $50,000,2024, https://www.landh.tech/blog/20240304-google-hack-

50000/

3) OWASP, OWASP Top 10 for LLM, 2023, https://github.com/owasp-ja/Top10-for-LLM/blob/main/1.0-

ja/LLM00_2023_Introduction.md

4) PortSwigger, Web LLM attacks, https://portswigger.net/web-security/llm-attacks

5) Forbes, Samsung, ChatGPT Banned Confidential Code Leaked, 2023, https://forbesjapan.com/articles/detail/62905

6) Meta, Meet Your New Assistant: Meta AI, Built With Llama 3, 2024, https://about.fb.com/news/2024/04/meta-ai-

assistant-built-with-llama-3/

7) Cloudflare, What is OAuth? | SAML and OAuth, https://www.cloudflare.com/ja-jp/learning/access-

management/what-is-oauth/

8) Cloudflare, What is the Principle of Least Privilege? , https://www.cloudflare.com/ja-jp/learning/access-

management/principle-of-least-privilege/

9) OpenAI, Moderation, https://platform.openai.com/docs/guides/moderation

In LLM applications, an LLM may have the ability to perform certain actions and determine its own actions based on 

prompts. If an LLM has excessive privileges or autonomy, it may perform unintended actions. For example, an LLM 

may grant excessive privileges such as UPDATE or DELETE when only READ functionality is required.

Risk Summary

4.6 Overreliance

Systems and users that rely heavily on LLM may not realize that the generated content is inaccurate or inappropriate. 

As a result, they may face misinformation (hallucination) and legal issues.
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